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Abstract Despite the popularity of using the Haar wavelet
filter in many applications, it sometimes introduces fake pat-
terns into the multi resolution analysis (MRA) of seismic data.
In this work, we compared different wavelet filters to demon-
strate that these patterns are fake and not part of the original
waveforms and to show that they are a result of using the Haar
wavelet filter as a short-width wavelet. To achieve this, many
seismic waveforms from two different sources: the Egyptian
National Seismic Network (ENSN) and the High Sensitivity
Seismograph Network Japan (Hi-net) are used with different
wavelet filters. We propose an algorithm based on an
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autoregressive (AR) model to detect these patterns automati-
cally and fully.

Keywords Seismic data - Haar wavelet - Multi resolution
analysis (MRA) - Spectrum leakage - Fake patterns

Introduction

The primary issue in wavelet analysis is the criteria through
which to pick a specific wavelet filter. A sensible decision
depends principally on the underlying case of study. The sub-
ject of choosing the wavelet filter has been the focus of in-
creasing attention from researchers recently. The fundamental
properties of wavelets are generally used to determine the
suitability of particular wavelets for particular application
fields. (Miao and Moon 1999) used non-orthogonal Morlet
wavelets to eliminate the ground roll noise from seismic
waveforms, taking advantage of their characteristics which
are clear in having appropriate localization both in frequency
and time domains. Symmetrical wavelets had been used in
auditory evoked potentials by (Bradley and Wilson 2004).
Due to its orthogonality, compact support, and vanishing mo-
ment, coiflet 4 wavelet filter had been adopted on electromyo-
grams data to extract burst and tonic activities by (Wang et al.
2004). (Beenamol et al. 2012) used Daubechies (Dau 4) wave-
lets for de-noising seismic signals using Shannon and Tsallis
entropy. (Hafez et al. 2013), meanwhile, showed that Dau 2
gives better results than the Haar wavelet in detecting precur-
sory signals in front of impulsive P-waves.

There are many kinds of wavelet filters, such as Daubechies,
Coiflets, Symlets, Discrete Meyer, Morlet, Haar, and Mexican
hat. For the purposes of this paper, we can divide wavelets in
two groups according to their width: short and long. Each one
has some advantages and disadvantages.
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The very short width wavelet, such as Haar, is widely
known, not only for its simplicity but also for other advantages
such as speed and memory efficiency. Furthermore, it can be
calculated in place without a temporary array and is reversible
without the edge effects introduced by the other wavelets, it is
also very suitable for some applications, as mentioned by
(Capilla 2006). Despite these advantages, the Haar wavelet
filter also has limitations, which can introduce problems for
some applications see (Percival and Walden 2000). One such
limitation is the appearance of fake patterns in MRA of seis-
mic waveforms.

Wavelets with large widths are characterized by their good
resolution for smoothly changing time series. Unfortunately,
however, they have many drawbacks such as the following:

(i) The boundary conditions have severe impacts on many
coefficients.

(i) Some decrease in wavelet coefficients’ localization degree.

(iii)) Long processing time.

A sensible approach is to use wavelet filter with short width
that gives good results, iteratively increasing the width until one
comes to an analysis that has the lowest number of errors. For
applications that have acceptable results with short width wave-
let filters, we therefore avoid decisions caused by these errors.

Inspired by such aspects, we propose a procedure to auto-
matically recognize the undesirable patterns by using the auto-
regressive (AR) approach. The procedure can determine the
locations of these patterns automatically in the time series under
investigation. In order to construct this new algorithm, we first
introduce MRA, we then collect data from two networks of
seismic monitoring stations, to which we apply MRA. This
allows us to identify fake patterns and assess their response to
various wavelet filters. Building on this data, we then construct
an algorithm for the automatic identification of fake patterns.

Multi resolution analysis (MRA)

Many commonly known signals are non-stationary such as
radar, music, biomedical, speech, and seismic. Indeed, seismic
records were the application used by (Grossmann and Morlet
1984) and (Goupillaud et al. 1984) to test the wavelet transform.
This transform is a very suitable for processing non-stationary
signals, since the Fourier transform cannot give information
about the time of occurrence of a frequency component within
the window under investigation. In addition, the wavelet trans-
form (unlike Fourier transform) has the ability to interpret the
fine structures of a signal, by decomposing it into details and
smooth features, high and low frequencies, respectively. These
smooth and detailed features can be obtained by passing the
signal through a scaling filter and wavelet filter, respectively.
This process has to be done at different stages in order to get the
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details and smooth at many scales, as shown below (for more
information please review (Hafez and Kohda 2009)).

Let i the number of the stage, n the width of the vector,
u; , n=0,1,2, ... ,N—1 the scaling vector, and
Vi n:n=0,1,2, ... ,N—1 the wavelet vector. The scaling
vector u,, is a quadrature mirror vector has the relation with the
wavelet vector v, as shown in equation (1)

Uy = (_1)"+1VN*1*11 (1)
Hence:
Vp = (_l)nuN*I*n (2)

After passing the input signal x(») through scaling and wave-
let vectors, the scaling coefficients C; ,, and the wavelet coef-
ficients W, _,, will be obtained. This is shown by Eqs. (3) and (4)

M-1

0

Cip= E o YT X 2m 410 modM (3)
M-1 R

Wl,m = § =0 V12 X2m+1-n mod M (4)

where m=0,1,....%-1, both {u}} and {V)} are
periodized to length M of {u,} and {v,}, respectively, and
“a mod b” denotes “a modulo b.”

Equations (5) and (6) show the smooth S; and detail T

M-1

S = § =0 utl)’ncl,m+n mod M (5)
M-1 R
T, = E =0 Vin Wl,n1+n mod M (6)

The following relationship demonstrates how to recon-
struct in original input signal x(#) from the details and approx-
imations of the first stage

x(l’l):S1+T1

At the second stage, the values of the scaling vector C, ,,
which is generated from the first stage equation (3) is again
passed through scaling vector i, ,, and wavelet filter v, ,, with
the resultant output being the stage scaling; C, _,,, and wavelet;
W, . coefficients. This is shown by the equations (7) and (8)

M-1

_ § 0
C2,;11 = =0 u27nx4(m+1)*n mod M (7)

M-1
§ 0
=0 Vz_nx4(m+l)fn mod M (8)

Equations (9) and (10) show the smooth S, and detail 7,

W2,m =

M-1
0
Sz = Z n=0 u2,nC2,m+n mod M (9)

M-1
0
T, = § =0 Vo Wz,m+n mod M
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After applying the following relationship, the original input
signal x(n) can be restored

x(n):SQ—l—Tz—l-Tl

By extending the same work, equations 11-14 demonstrate
the values of scaling vector C;_, the wavelet vector
values W; ,,, the smooth S; and the detail 7; at ith stage

M1

Cim = ano UiinX3i (m41)-n mod M (11)

M1
Wim

m = Zn:O viv”xz'(m+1)—n mod M (12)

N;i—1

Si = Z =0 uﬁnci,m-&-n mod M (13)

N1

T = Z n=0 v?,n Wi,m+n mod M (14)

In the same manner, the original input signal x(z) can be
recovered again by using the following relationship

x(n)zS,+T,—|——|—T1

Fake patterns in seismic records
Discovery

As mentioned before, during our analysis of seismic records,
strange patterns were evident in the multiresolution analyses
(MRA) of seismic noise, while the earthquake records had
been also checked to investigate if there are fake patterns or
not. We have noticed that there are not any fake patterns ap-
pear in earthquake records. Figure 1 shows seismic noise re-
cords and the MRA of seismic segments recorded at two sta-
tions: SAF (ENSN) and Wakkanai (Hi-net). The appearance
of'the undesirable patterns can be clearly recognized in each of
the three details. Note that the sampling rate is 100 and each
count is equal to 1 nm/s’.

In an effort to determine the cause of these, we first
sought to confirm the existence of these patterns in different
seismic stations and then sought to justify the relationship
between these patterns and the used wavelet filter. The data
used in this study are seismic records from many stations
belonging to the Egyptian National Seismic Network
(ENSN) and the Japanese High Sensitivity Seismograph
Network (Hi-net). Figure 2 shows the study area and used
data from ENSN.
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Fig. 1 Fake patterns appear in SAF and Wakkanai stations

To address the first point, we checked many seismic re-
cords extracted from different stations belong to ENSN and
Hi-net to see if their MRA contained similar strange patterns.
We noticed the appearance of these patterns in most of the
stations from both networks. To address the second point,
meanwhile, we used many wavelet filters to calculate the
MRA for every seismic record. We noticed that these patterns
appeared more clearly with short width wavelet filters, such as
the Haar wavelet filter. With longer width wavelet filters, such
as Daubechies 4, 6 and coiflet 4, these patterns did not appear
clearly in the MRA of seismic records. Figure 3 shows an
example of this from one station, revealing the existence of
many patterns in the first detail of the Haar wavelet, but also
showing how these patterns decrease when long width
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Fig. 2 Study area and used data from ENSN
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Fig.3 Firstdetail of MRA of seismic waveform recorded at ZNM station
(ENSN) based on different wavelet filters

wavelet filters, such as Daubechies (Dau4) are used. This is a
strong indication that the Haar wavelet filter (or more specific
the short width wavelet filters) is the main cause of these
patterns.

Wavelet variance

Wavelet variance estimate of wavelet coefficients is an
important tool that can be used to compare between the
coefficients that are calculated using different wavelet fil-
ters at different scales. Using such tool will enable us to
decide about specific wavelet filter and check whether it is
suitable or not, where the wavelet variance estimates of
this filter should have near values of the estimates of other
wavelets. Calculation of the discrete wavelet transform
(DWT) variance had been done in the literature for many
applications including by (Unser 1995), (Nason et al.
2000), (Percival and Walden 2000), (Tsakiroglou and
Walden 2002), (Whitcher et al. 2002), (Stoev and Taqqu
2003), and (Capilla 2006).

Assuming that {X;, t€Z} is an innately stationary signal of
order d, where d is a positive integer and its D" order incre-
ments (1-B) PX, are stationary.

S, is the spectral density function (SDF) of the signal.
Wavelet coefficients of each stage (scale j) can be calculated
by equation (4) in section 2. At scale 7;=2"" !, The variance
of W; ,, is the wavelet variance at level i.

Supposing that L > 2d, {W},; ,, stationary with spectral
density function H,(f) S.«(f), then we can calculate the
variance of the coefficients of the wavelet by

Vi) = [ H) s
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In case a wavelet of width, L = 2, is used, such as the Haar
wavelet filter, the DWT variance for each scale 7; of a station-
ary signal, X, can be calculated as follows,

o0

var(X,) = Z V%((Ti)

i=1

(16)

This representation can replace the old calculation,

1

var) = [ st

2

(17)

Using the decomposition of var(X;), which can be obtained
from the DWT variance, together with the spectral density
function (SDF) of each stage is an important issue for many
applications especially in the geosciences. Assuming an
observation Xj ... X;,— 1, when calculating the wavelet coeffi-
cients using a wavelet filter of width L > 2d where {W; ,,}, has
a zero mean, the unbiased estimator of V% (7;) can be given by
equation (18), [8, 16], Where M;=L—-N;+1>0
) 1 N-1

_ 2
vy () = M, Zm:N,—l Wi,m

In the case we have in this study, where fake patterns ap-
pear in the MRA components of the seismic noise records, we

(18)

decided to use the DWT variance estimates, V% (7;) as a mea-
sure to compare between the MRA variance estimates when
using different kinds of wavelet filters of different widths. The
wavelet filters used in this study are Haar, Daubechies 2,
Daubechies 4, and Coiflet 4, as shown in Fig. 4 and from it
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Fig. 4 Estimation of the variance of wavelet coefficients for seismic
noise records using Haar, Daubechies 2 (Dau2), Daubechies 4 (Dau4),
and Coiflet 4 wavelet filters
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we can observe that there is an agreement between the vari-
ance estimates of all the wavelet filters except that of the Haar
wavelet, which has a completely different value to the esti-
mates from the other wavelets. This difference gives us a good
implication that the use of wavelet vector of type Haar for
analysing seismic waveforms will introduce errors in the co-
efficients of wavelet vector.

Automatic identification of fake patterns

In our work, we introduce a procedure monitors the coeffi-
cients of an autoregressive (AR) model, which has the ability
to recognize fake patterns automatically. The proposed algo-
rithm will determine the exact places of these patterns within
the time series. This automatic identification will be a great
tool that can aid automatic picking systems of seismic data by
pointing out the fake patterns from original signals. In addition
to that, this algorithm will help in showing the leakage which
caused by short width wavelet filters.

Autoregressive (AR) model

The term autoregressive appears in many fields such as statis-
tics and signal processing, referring to a method that tries to
expect many natural phenomena in which the current output
of the system (X;) is based on the previous outputs (X;,_ 1, X;—
5,...). The term AR(p) means an autoregressive model of
order p which can be defined by equation (19)

p
X,:Z‘PZXH‘F& (19)
i=1

where ¢, ...
white noise.

There are many methods to estimate the AR parameters,
such as Burg, Covariance, Modified Covariance, and Yule—
Walker. These methods have similar characteristics, although
with a few differences. We can divide them into two catego-
ries: the first applies windowing to the data (Yule—Walker)
while the second does not apply windowing (Burg,
Covariance, and Modified Covariance). We can further clas-
sify them into two groups; the first group uses least square to
reduce the forward prediction error (Covariance and Yule—
Walker); and the second group (Burg and Modified
Covariance) also uses the least square to minimize the predic-
tion errors of backward and forward (Mathworks 2015). Burg
algorithm is the most widely known AR procedure since it
always produces a stable model by forcing the parameters of
the AR model to satisfy Levinson-Durbin recursion, see (Burg
1975), (Kay and Makhoul 1983), and (Kay 1988).

In this study, we used MATLAB software for the estima-
tion of AR model parameters based on Burg model.

,¢p are the model parameters and ¢, is

Methodology of the algorithm

The goal of this study is to build an algorithm able to identify
the patterns caused by using Haar wavelet filter, not to remove
these patterns. Removing these patterns is not a good strategy
since it would cause a change in the original time series.
Furthermore, since these patterns are errors from using the
Haar wavelet, it is not easy to find coefficients that would
replace the gaps.

In order to build this algorithm, visual inspection of the
windows that have these patterns had been carefully done.
Then, the characteristics of these windows in both time and
frequency domains had been checked. During these investiga-
tions, we found that the AR coefficient , for the first scale
detail of this window ranges between 0.97 and 0.99. In order
to confirm that, other windows where fake patterns did not
appear, the values of ¢, are not in this range. Therefore, we
used this range as a significant feature to judge the existence of
the fake patterns. We will describe the proposed algorithm in
more details in the following section.

Algorithm description

We have divided the proposed algorithm into steps to ap-
proach the automatic identification of the fake patterns of the
Haar wavelet filter.

* The first step is the calculation of the first detail of the
multiresolution analysis for the seismic record under
consideration.

* In the second step, we have calculated the second-order
AR parameters for a moving window of the first detail,
which we have calculated in the first step.

» The third step is to check if the AR coefficient (, is in the
range from 0.97 to 0.99 or not:

SAF-2006-11-5-6:20:1

Velocity (Counts)

-10 L L 1 L L L L L]
380 390 400 410 420 430 440 450
Time (Samples)

Fig. 5 The first detail of MRA of seismic noise record. Thin trace is the
original seismic record. Thick trace is the identified fake patterns
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Table 1  Percentage of existence of fake patterns in seismic records
using different wavelet filters

Haar Dau2 Dau4 Coiflet4
Percentage 354 % 15.5% 124 % 12 %

— If not, the window is moved by one-sample wise for a
further check regarding .

— Ifyes, calculate the window length and declare the exis-
tence of fake patterns in this window.

Repeat until the end of time series.
Calculate the ratio of fake patterns compared to the orig-
inal time series.

In Fig. 5, we have applied our algorithm into a seismic
record from SAF station, this station belongs to the Egyptian
National Seismic Network (ENSN). We can see that the re-
peated fake patterns are identified by a thick line using the
proposed algorithm.

Simulation results

We have applied our algorithm into many seismic wave-
forms from ENSN and Hi-net and with different wavelet
filters. We have calculated the percentage of fake pat-
terns identified for each wavelet filter. It was proved
that the Haar wavelet filters gave a higher percentage
of fake pattern windows in the checked segments. The
values of these percentages for four different wavelet
filters are shown in Table 1.

Conclusion

A study is made of seismic records to investigate the existence
of fake patterns recognized in MRA of'these records. Different
stations from the ENSN and Hi-net Japan were used in this
study. From this study, we can conclude that using the Haar
wavelet filter will introduce more fake patterns in MRA of
seismic noise records than using other wavelet filters, where
it give us the conclusion to not to use Haar wavelet filter when
analysing the seismic noise. Despite this, the Haar
wavelet filter remains the most widely used wavelet in
many applications due to the simplicity of its implemen-
tation. Motivated by these facts, an algorithm is pro-
posed to identify these fake patterns automatically and
fully. Simulation results indicate that the fake patterns
introduced by the Haar wavelet constitute around 35 %
of the seismic record.
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